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ABSTRACT: During system operation, for some reasons GPS time series data include some values that deviate 

from the rest of the dataset which is called outliers. To improve the quality of data in used for data analysis, it is 

very important to detect these outliers. Statistical Process Control methods are studied in this paper to solve this 

issue. The result shows that Shewhart control chart with the usage in pairs of chart can present both data trend 

and the dispersion of data. This control chart is suitable and highly feasible for detecting outliers in GPS time 

series data. In which, the mean – standard deviation ( sx  ) chart is more effective to detect small value 

outliers in dataset, whereas individual – moving range (I-MR) chart and mean – range ( Rx  ) are suitable for 

detecting outliers with larger values. The result also shown that the EWMA control chart with chosen 

parameters is not suitable in GPS time series outliers detection. 
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I INTRODUCTION 

Real Time Kinematic technique of Global Positioning System (GPS RTK) technology is increasingly 

used in different fields thanks to its high accuracy and effectiveness. In recent days, GPS RTK data is used to 

assess and evaluate the operation of a structure such as bridge, skyscraper or for disaster monitoring, etc. The 

applications of GPS in monitoring has many advantages in many ways. For instance, GPS monitoring for the 

earth's crust movement in the region can be considered as an informative method for evaluating its tension 

deformation conditions and can be used for seismic zoning and assessment of seismic risk [1]. In bridge 

monitoring, GPS is a common method used to assess and evaluate the different behaviors of structures under 

various load cases using real-time observations [2]. The article [3] presented that the advantage of GPS 

monitoring is to directly provide displacements without any further integration. GPS was also developed to 

continuously monitor slope stability in landslide hazards monitoring, or for seismological applications. Also, 

GPS is used in providing real-time information to user and manager in disaster event management, potential 

warning before the disaster, during disaster and after the disaster occurs. [4]. However, GPS measurement error 

from differential causes limit the application of this system. The main disadvantages of GPS monitoring systems 

for structural health monitoring are discussed in [5], [6].  

During system operation, for some reasons GPS time series data include some values that deviate from 

the rest of dataset and it is called outlying observations, or outliers, that do not follow the statistical distribution 

of the bulk of the data, which leads to erroneous results in statistical analysis [7]. There are wide ranges of 

potential reasons which lead to outliers arise in dataset, because of internal operating system, external factors or 

even from weather conditions such as wind speed, temperature changes and so on  [8]. Because of this, detect 

and remove the outliers in GPS time series data can improve the quality of data used for data analysis. 

This paper focuses on detecting outliers in GPS time series data by using Statistical Process Control 

method.  

 

II STATISTICAL PROCESS CONTROL METHOD 

2.1. Statistical Process Control overview 

Statistical methods play an important role in every aspect of science. In statistical field, Statistical 

Process Control (SPC) is a tool that measures and attains quality control. Generally, SPC is an analytical tool 

using control charts which allow us to see when a process is statistically “in-control” or “out-of-control”. A 

process is considered as “in statistical control” if the plotted data in control charts lies within control ranges, 



Statistical Process Control Methods For Detecting Outliers In Gps Time 

www.irjes.com                                                                        9 | Page 

otherwise the “out of statistical control” situation happens when the plotted data in control charts fall outsides 

control limits [9]. 

The control charts can be separated into various categories based on different characteristics. 

According to Koutras (2007) et al., we may classify control charts into three types of chart: Firstly, Shewhart 

control chart which was first introduced in 1924 by W.A. Shewhart, secondly, Cumulative Sum (CUSUM) 

control chart  based on sequential testing theory was developed by E.S. Page in 1954 and finally Exponentially 

Weighted Moving Average (EWMA) control charts which uses the weight putting into the recent observations 

were introduced in 1959 by S.W. Roberts [10], [11], [12]. Besides, various other charts including run charts, 

median charts, moving average, zone charts are also studied and used as part of the total quality management 

and SPC. 

As mentioned above, this paper aims to detect outliers in GPS time series data by using some of SPC 

methods. 

 

2.2. Shewhart control charts 

In practical literature, there are two different phases of control chart: Phase I for testing historical data 

to specify whether they were sampled from an in-control or out-of-control process, while Phase II aim to 

identify the future data staying in-control or the out-of-control situation has occurred. Walter Andrew Shewhart 

(1891-1967) classified the variation of a process into two categories which called “assignable cause” and 

“chance cause” variation, or in other words, they are respectively called “special cause” and “common cause” 

variation of process [13]. 

 
A Shewhart control chart is a graphic illustration of the 

process measurements that have been observed versus the 
sample number or time line. The Shewhart chart contains the 

CL, UCL, LCL stands for center line, upper control limit and 

lower control limit, respectively.  CL

UCL

LCL

1 2 3 4 5 6  

Figure 1. Shewhart control chart 
 

These control chart components are popularly chosen as: 

)var(3)(),(,)var(3)( YYMLCLYMCLYYMUCL   (1) 

 

Whereas Y = f(x) is a statistical function of the process observations, in which x can be used to estimate the 

process mean, M(Y) is the mean value of Y and var(Y) is the variance of Y.  

There are six basic types of Shewhart control charts, two for attribute data (p-chart and c-chart) and four for 

continuous data including individual (I) chart, moving range (MR) chart, mean ( x ) chart, range (R) chart and 

standard deviations (s) chart. This paper contains the charts for continuous measure.  

The I-chart presents the individual value x1, x2,…, xn of observations, from the individual or k samples of data 

we may calculate the overall average: 
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The MR chart illustrates the difference between data point xi and its predecessor xi-1: 

1 iii xxMR  (3) and the mean is calculated as 
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The R chart demonstrates the difference between the smallest and the largest value in a sample. This range 

reflects the process variability instead of the tendency toward a mean value. 
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minmax xxR   (5) and the mean of k samples is calculated as 
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(6) 

 

The s chart reflects the change of standard deviation in k observed samples, s is calculated by using the 

historical data (Phase I): 
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(8) 

 

The most popular uses in control charts for continuous data are used in pairs to monitor both process location 

and dispersion: I-MR for sample size = 1, x - R for sample size from 1 to 10 and x -s for sample size ≥ 10. 

whereas the UCL, CL and LCL are calculated as follow [14]: 

 

Table 1. Shewhart control limits 

Control charts 
Control limits 

CL UCL and LCL 

MR RM  MR267.3 ; 0               (9) 

I x  RMx 66.2 ; RMx 66.2     (10) 

R R  RDR 4 ; RDR 3
      

(11) 

Rx
 

x  ;2 RAx  ; RAx 2
       

(12) 

s s  sBs 4 ; sBs 3
        

(13) 

sx
 

x  ;3sAx  sAx 3
       

(14) 

 

Values of constants A2, A3, B3, B4, D3, D4 were developed specifically for determining the control limits for 

Shewhart control charts [14]. 

 

2.3. Exponentially Weighted Moving Average charts 

 Exponentially Weighted Moving Average (EWMA) control chart is a statistic for monitoring the 

process by the choice of factor λ to the prior observations.  The EWMA control chart consists control limits 

UCL, LCL and based on the statistic: 

 

1)1(  iii ZXZ  ; 10    (15) 

 

Whereas Zi is the EWMA values and Z0 is set to be the target value, Xi is the sequentially observations can be 

the individual observations or sample averages. The average of preliminary data is sometimes used as the 

starting of EWMA, Z0 = µ0. The parameter λ determines the rate at which previous observations are used to 

calculate the EWMA. The larger value of λ, the more weight to recent data and the less weight to past data. The 

process is considered as “out of control” situation when Zi falls outside the control limits [17]. 

The upper and lower EWMA control limits are given as follow: 
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Where µ0 and σ are respectively the sample mean and sample standard deviation of the process, estimated from 

preliminary data; The CL of EWMA chart is set as target value, 0ZCL  , sometimes calculated as the mean 

value of observations and L is suitable in control width limit. This chart reduces to Shewhart control chart for λ 

=1 and L = 3. The combinations of these two parameters are chosen by using an ARL (Average Run Length), 

which is the number of points will be used to plot in a control chart prior to an out-of-control situation is 
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occurred. Lucas and Saccucci (1990) provided tables which contains optimal parameters to design an EWMA 

chart. 

 

Table 2. Average run lengths of EWMA scheme (Lucas and Saccucci, 1990) 
ARL0 = 500 

Shift 0.5 0.75 1 1.5 2 2.5 3 

λ = 0.75, L = 3.087 140 42.4 30.5 9.86 4.52 2.67 1.87 

λ = 0.5, L = 3.071 88.4 35.7 17.3 6.44 3.58 2.47 1.91 

λ = 0.1, L = 2.814 30.6 15.5 10.1 5.99 4.31 3.41 2.85 

λ = 0.04, L = 2.477 28.0 16 11.2 7.03 5.18 4.14 3.48 

 

The following procedure is recommended to design an EWMA control chart: Firstly, specify the in 

control ARL and the shift in the process. Secondly, choose the optimal parameters in the table given by Lucas 

and Saccucci (1990). Finally, evaluate the ARL for this EWMA to determine whether it provides sufficient 

protection against the other shifts [18]. 

 

III STATISTICAL PROCESS CONTROL METHOD IN DETECTING OUTLIER IN GPS TIME 

SERIES DATA 

3.1. GPS RTK data from bridge health monitoring system 

The data used in this paper is the Bridge Health Monitoring (BHM) data. It is collected from BHM system in 

Cantho bridge which is located in the South of Vietnam, it is the longest cable stayed bridge in South East Asia. 

The BHM system has been installed in 2010, which includes many sensors such as GPS sensors, accelerometers, 

temperature sensors, anemometers.  

 

 

Figure 2. Arrangement of GPS sensors in Cantho bridge 

 

The GPS system in Cantho bridge consists 9 sensors as rover stations and 2 base stations. In which, the 

GPS signal at each rover station was acquired in 20 Hz, and the acquired data are the 10-minutes-averaged 

values. The acquired data from each sensor, which includes three-direction coordinates that are x, y and z stand 

for longitudinal, lateral and vertical directions respectively. This paper calculates with x direction of the rover 

station locating at the center of the bridge deck, extract in 5 days from January 1
st
 to January 5

th
, 2017 (720 

observations). 
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This paper will use SPC methods to detect outliers in this acquired data. 

3.2. Statistical Process Control in detect outlier in GPS time series data 

Based on the theory of SPC method that mentioned in 2.2 and 2.3, calculate and detect outlier in GPS data 

showing in 3.1. 

 

3.2.1. Shewhart control charts 

For Shewhart control charts, we use in pairs: I-MR, Rx  for sample size = 2 and sx  for sample 

size = 10. The mean and standard deviation are estimated by the observations. Values of constants are chosen by 

Wheeler and Chambers (1992) as A2 =1.880, A3 = 2.659, B3 = 0.284, B4 = 1.716, D3 = 0, D4 = 3.267. The related 

parameters of these control charts are calculated by using the equations from (2) to (14). The Shewhart control 

charts are schemed as follow: 
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Figure 4. The I-MR of Shewhart control chart 

 

As mentioned above, the I chart refer to the location and the MR chart reflects the dispersion of the 

data. The result shows that control charts can detect the outliers in GPS RTK data: 14 observations fall outside 

the control limits of MR chart and 42 observations fall outside control limits of I chart. The detected 

observations are anomalous from the bulk of the dataset. By combining these two of the charts, it can be seen 

that there are two main bulks of data which more dispersed than the others and it can be assumed that there 

some “special causes” in this time of monitoring.  
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Figure 5. The Rx  of Shewhart control chart 
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By grouping the data into subgroups equal to 2, there are 8 subgroups and 35 subgroups fall outside the 

control ranges of R chart and x chart, respectively. The result also shows that there are two bulks of data that 

are more dispersed than those in other subgroups. Besides, the control ranges of this control chart are narrower 

than those in I – MR control chart.  
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Figure 6. The sx  of Shewhart control chart 

 

The result illustrates that the pair of control chart using sample mean and sample standard deviation 

( sx  ) to scheme with the subgroup equal to 10 can detect the outliers which are enormous in dataset: 3 

subgroups of standard deviations and 14 subgroups of mean values lie outside the control limits. The control 

limits of this pair of chart are also smaller than those in I-MR chart and Rx  . Besides, the standard deviation 

values in each of the subgroups are calculated by determining the square of each data point distance to the mean 

of dataset, this means that this pair of chart are more effective to detect outliers with the smaller values. 

 

3.2.2. EWMA control chart 

Because the data used in this paper is the average of ten-minute monitoring data, we assume that the 

first 500 observations monitored in more than 3 days are in statistical control, by that the ARL0 is chosen as 500.  

Lucas and Saccucci (1990) has found that a thumb rule is that the smaller values of λ, the smaller shifts of the 

process are detected. Based on the characteristic of GPS RTK data used in this paper, the ARL has to be “long 

enough” before the out-of-control situation occurs, the values of λ are chosen equal to 0.75, 0.5, 0.1 and 0.04 to 

scheme control charts and the shift of the process is chosen as 0.5 (the first column of Table 2).  

The control limits of EWMA chart are calculated as equation (16). The EWMA control charts are 

schemed as follow: 

 

 
Figure 7. EWMA control chart, λ=0.75, 0.5 
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Figure 8. EWMA control chart λ=0.1, 0.04 

 

The results show that: 74, 123, 297 and 312 are the numbers of outliers detected by EWMA control 

charts with respect to the values of λ, 0.75, 0.5, 0.1 and 0.04 respectively. 

It can be seen that, if the values of λ are changed to the smaller ones, there are more points fall outside the 

control limits.  

 

IV RESULTS AND DISCUSSION 

- Using these pairs of Shewhart control chart to detect outliers in GPS time-series data, which are I-

MR, Rx  and sx  , it can be assessed data trend (by plotting I, x  chart) and the dispersion of data (by 

plotting MR, R, s chart) at the same time. It can be seen that the I, x  chart are not only describes the data 

changes (upward, downward) but also can detect the outliers which are abnormal to the rest of the dataset, while 

the MR, R and s control chart can clearly reflect the differences between adjacent individual or subgroup 

observations.  

- The results also show that the larger size of subgroups, the smaller control ranges of control charts. In 

comparison to the results of 3 kinds of Shewhart control charts, the mean – standard deviation control chart is 

more sensitive to small shifts in the process. 

- By choosing the smaller values of λ to plot EWMA control chart (the more weights are put into past 

data), the result shows that the UCL and LCL calculated in Equation (16) are also getting smaller, this means 

that more and more plotted GPS time series data lies outside control ranges. As a result, some of the normal data 

are also considered as outliers. Otherwise, if the values of λ are chosen to be larger, the less weights are put into 

past data. Meanwhile, the GPS time series data used in this paper are the ten-minute-averaged observations, the 

more past data are used, the more working conditions of monitored structures are reflected. By this, the EWMA 

control chart with chosen parameters is not suitable for detecting outliers in GPS time series data. 

 

V CONCLUSION 

This paper studies the application of Statistical Process Control method in detection outliers in GPS 

time series data. Specifically, this paper focuses on Shewhart control chart  and Exponentially Weight Moving 

Average control chart to detect abnormal data. The results can be summarized as below: 

- Shewhart control chart with the usage in pairs of chart can present both data trend and the dispersion of the 

data. This control chart is suitable and highly feasible for detecting outliers in GPS time series data. In which, 

the mean – standard deviation ( sx  ) chart is more effective to detect small value outliers in dataset, whereas 

individual – moving range (I-MR) chart and mean – range ( Rx  ) are suitable for detecting outliers with 

larger values. 

- It is also shown that with the chosen parameters, the EWMA control chart is not suitable to detect outliers 

in GPS time series data.  
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